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ABSTRACT Federated learning is promising in enabling large-scale machine learning by massive clients
without exposing their raw data. It can not only enable the clients to preserve the privacy information, but
also achieve high learning performance. Existing works of federated learning mainly focus on improving
learning performance in terms of model accuracy and learning task completion time. However, in practice,
clients are reluctant to participate in the learning process without receiving compensation. Therefore, how to
effectively motivate the clients to actively and reliably participate in federated learning is paramount. As com-
pared to the current incentive mechanism design in other fields, such as crowdsourcing, cloud computing,
smart grid, etc., the incentive mechanism for federated learning is more challenging. First, it is hard to evalu-
ate the training data value of each client. Second, it is difficult to model the learning performance of different
federated learning algorithms. In this article, we survey the incentive mechanism design for federated learn-
ing. In particular, we present a taxonomy of existing incentive mechanisms for federated learning, which are
subsequently discussed in depth by comparing and contrasting different approaches. Finally, some future

directions of how to incentivize clients in federated learning have been discussed.

INDEX TERMS  Federated learning, incentive mechanism, survey

. INTRODUCTION
Machine learning [1] based on artificial neural networks has
achieved unprecedented success in various fields, e.g., com-
puter vision, robotics, human-machine games, etc. In order
to obtain a better machine learning model, large amounts of
training data should be fed to the machine learning model.
However, most of current training data are generated by
resource-constrained devices (e.g., tablets, smartphones,
etc.). Due to the limited communication bandwidth and pri-
vacy concerns, uploading such large amounts of data to the
cloud for centralized model training is often impractical.
Thanks to the rapid development of edge computing [2],
[3] and distributed machine learning [4], a new paradigm of
distributed machine learning named federated learning [5]
has been proposed to let distributed edge devices train
machine learning models cooperatively without exposing
their raw data. Federated learning usually adopts the parame-
ter-server architecture, where clients train local models that
are synchronized by a parameter server. A typical federated

learning process contains multiple rounds. In each round, cli-
ents download the new machine learning model from the
parameter server and train the local models with their own data
by multiple epochs, respectively. They then upload the newly
updated models to a server residing in the remote cloud that cre-
ates a new global machine learning model. Once federated
learning is proposed [6], it attracts widespread attentions from
academia [7]-[11] and industry [12]. Wang et al. [7] propose
an adaptive local epochs control in each training round due to
the clients are resource-constrained. Since the federated learn-
ing systems are easy to be attacked by the malicious clients, a
new model aggregation approach [10] has been proposed to
resist the Byzantine attacks. Besides, the non-identically dis-
tributed (Non-IID) data across the clients is another key chal-
lenge in federated learning, it decreases the efficiency of SGD-
based training approach. To tackle the Non-IID challenge,
model averaging and data sharing approaches have been pro-
posed. McMahan et al. [6] present the FedAVG approach for
the federated learning based on iterative model averaging.
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However, the model accuracy of FedAVG decreases signifi-
cantly, by up to 11 percent for MNIST, 51 percent for CIFAR-
10 and 55 percent for keyword spotting datasets, with highly
skewed Non-IID data. Exiting algorithms for federated learning
mainly use gradient descent for loss function optimization.
However, by taking the preceding results into current gradient
update can potentially accelerate the convergence. In [13], Liu
et al. propose the momentum federated learning algorithm
using momentum gradient descent in the local step update
which can significantly accelerate the convergence of federated
learning.

The above federated learning systems heavily rely on the
quality of clients’ local model updates. However, clients may
reluctant to participate and share their model updates without
sufficient compensation. Indeed, participating in the feder-
ated learning tasks incurs system costs. For example, when a
client participates in a federated learning task, it is inevitable
to consume resources of his/her devices, including computa-
tion, communication, and battery power. In addition, the fed-
erated learning framework still faces various security risks.
For example, Song et al. [14] show that the important infor-
mation of training data can be inferred by the intermediate
gradients. Besides, a curious parameter server can learn the
private information of clients’ training data through genera-
tive adversarial networks. Because of these risks, clients are
more reluctant to take part in federated learning tasks, unless
they can get sufficient rewards.

Therefore, rewards need to be introduced into the feder-
ated learning systems because: (i) participating in federated
learning will incur computational resources consumption,
network bandwidth usage, and shortened battery life for the
clients, and sufficient rewards can motivate them to tolerate
these costs and make contributions; and (ii) unlike cloud-
based distributed machine learning where the parameter serv-
ers can control all workers’ behaviors, the workers in feder-
ated learning are independent, and only their owners can
determine when, where and how to participate in federated
learning. Therefore, rewards can be used to somehow affect
the clients’ decisions. With different incentive mechanisms,
the clients will execute different training strategies, and thus
affect the final machine learning model performance. Within
a federated learning system, there are two main challenges:
(i) how to evaluate each client’s contribution, and (ii) how to
recruit and retain more clients. The first challenge is from the
parameter server’s perspective, as different learning tasks
need clients to train different machine learning models on
different training data, so how to obtain higher learning per-
formance by providing the minimum rewards is challenging.
The second challenge comes from the clients’ perspective,
i.e., we cannot fully measure the effectiveness of the incen-
tive mechanism designed for federated learning unless the
clients’ concerns, needs and goals are all met. That is, how to
provide fair, profitable and secure learning opportunities to
get enough clients participation.

We survey the related works of incentive mechanism
design for federated learning during 2017-2020. We present

state-of-the-art research efforts on incentive mechanism
design driven by clients’ contribution, reputation and
resource allocation. The rest of this paper is organized as fol-
lows. We start from the background of this survey in
Section II, how federated learning and incentive mechanism
work are introduced. Second, different incentive mechanisms
driven by clients’ contribution are organized in Section III.
Third, the existing works for incentive mechanism design
driven by the clients’ reputation are presented in Section I'V.
Last, we discuss how to incentivize the clients to allocate
more resource in the federated learning in Section V. Finally,
we discuss some possible future directions in Sections VI
and VII draws the conclusions.

Il. BACKGROUND
In this section, we briefly introduce some necessary back-
grounds of federated learning and incentive mechanisms.

A. FEDERATED LEARNING

In recent years, with the development of artificial intelligence
technologies and their widespread applications, data privacy
preservation has been paid more and more attention. The pro-
cess of data collection must be open and transparent among
companies and institutions, data belonging to one user or
company cannot be exchanged with others without user
authorization. This leads to the massive data in the form of
“data island”, which lacks of effective communication and
cooperation among the users and makes the successful imple-
mentation of artificial intelligence encounter difficulties.

The concept of federated learning was proposed to allow
multiple clients to collaboratively train a shared model by
iteratively aggregating model updates without exposing their
raw data. The eligible clients first register on the parameter
server. Then, the parameter server proceeds federated learn-
ing synchronously in rounds. At the beginning of each com-
munication round, the parameter server first distributes the
latest global model to the selected clients. Then the clients
train the model on their local datasets, and upload the local
model updates to the parameter server for aggregation.

The typical architecture and workflow of training process
in a federated learning system can be illustrated in Figure 1.
Generally, it contains two main components in the federated
learning system, i.e., the clients/participants (the data own-
ers) and the parameter server. We define N' = {1,...,N} as
the set of NV clients and the private dataset on client i is repre-
sented as D;. The data sample in D; can be denoted by
(xj,¥;), where x; is the the input/feature vector for sample j €
D; and y; is the corresponding label. Each client will train a
local model with parameters w; by using its own dataset D;
and send the local model parameters rather than the raw data
to the parameter server. After receiving the local model
parameters from all clients, the parameter server aggregates
them to create a new global model. In this case, the central-
ized server does not need to collect all the local data into a
whole dataset like D = U,;cnD;, which ensures the privacy.
Let f(x;,y;;®), or fi(w) for convenient, denote the loss
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FIGURE 1. An illustration of federated learning.

function of sample j. In this framework, the data owners
serve as the federated learning participants which collabora-
tively train a machine learning model. More specifically,
the federated learning training process can be summarized
into three steps: initialization, local model training, global
aggregation.

Step 1: Initialization. The parameter server first decides the
architecture of the global model, and initializes the parame-
ters of the global model randomly or by pretraining on public
dataset according to the training task. Then, the parameter
server distributes the initial global model parameters @, to
the selected clients.

Step 2: Local model training: In the tth communication
round, each selected client updates the local model w;' based
on the received global model parameters @, using their local
dataset. After that, the updated local model parameters @/,
will be sent to the parameter server. The goal of client i in tth
round is to minimize the empirical loss F(w!) based on the
local dataset, i.e.,

wﬁ = arg mi_nF(a)i), (1)
. 1 .
F(o]) === > fi(e}), )
|Dl‘j€Di

where |D;| denotes the number of samples in dataset D;.

The update process in each client can be achieved by per-
forming stochastic gradient descent (SGD) with min-batches
sampled from its local dataset

wi = wﬁ — 77VF((1)§)7 3)

where VF(w!) represents the gradient of loss function, 7 is
the learning rate.

Step 3: Global Aggregation: In each round, the parameter
server aggregates the local updated parameters from selected
clients, and replaces the global model by the average model.
The updated global model parameters w;;; are then sent
back to the selected clients. In particular, the aim is to

minimize the global loss function, which can be expressed as
follows:

1 ZN -
F(w,)zﬁ |D,\F(a);),l€ 1,27,N (4)
i=1

The above steps will be repeated until a desired accuracy is
achieved. As compared to traditional model training appro-
aches, federated learning has the following advantages:

e Privacy preservation: Since the raw data of clients does
not need to be sent to the server, the privacy of clients
can be guaranteed. In the long term, the guaranteed pri-
vacy can attract more participants to join the collabora-
tive model training process, which further improves the
performance of the machine learning model.

o [Efficient resource utilization: In federated training, only
the updates are required to be transmitted to the param-
eter server, which reduces the total communication
overhead. Besides, by increasing computation on each
client, where each client performs local training with
more epochs between each training round, the commu-
nication resources can be used efficiently.

e Lower inference latency: With federated learning, each
client can consistently train and update a machine learn-
ing model locally. The updated model can be used to
make predictions on the client’s own device. Compared
with traditional method that making decision in the cen-
tralized server, local decision has lower latency.

B. INCENTIVE MECHANISM

The definition of incentive is something that motivates an
individual to do some specific actions. The incentive is the
core of all economic activities, both in terms of individual
decision making and in terms of cooperation and competition
within a larger institutional structure. Incentives can be clas-
sified into positive and negative. Positive incentives seek to
motivate others by promising a reward, whereas negative
incentives aim to avoid malicious behaviors by punishing the
individuals.

Using game theory to design incentive mechanism has
been widely studied in other areas, such as crowdsens-
ing [15], edge computing [16], and etc. Yang et al. [15] have
studied the platform-centric and user-centric crowdsourcing
using Stackelberg game and auction approach, respectively.
Authors in [17] propose the incentive mechanisms to moti-
vate users to use device-to-device communication. They con-
sider two different markets, one is open markets where users
have information of all users and the other is sealed markets
where users only have their own information. In [18], Zhan
et al. show the effectiveness of incentive mechanism for
opportunistic networks, and design the online and offline
approaches, respectively. As the incentive mechanism design
in above mentioned works, each participant’s utility model
can be built precisely, then game theory is applied to analyze
each participant’s behavior. In federated learning, how to
quantify the value of each client’s training data is
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FIGURE 2. An illustration of incentive mechanism for federated
learning driven by clients’ contribution.

challenging. Meanwhile, due to the complexity of the feder-
ated learning algorithm, it is challenging to model the final
learning performance of federated learning system. Hence, it
is hard to model the utility function of each participant
(parameter server and clients) in federated learning, which
makes the existing works about incentive mechanism design
cannot be directly applied.

lll. INCENTIVE MECHANISM DESIGN DRIVEN
BY CLIENTS’ DATA CONTRIBUTION

In federated learning, many data owners may not actively
participate in training a shared model, especially when the
data owners are enterprises rather than individuals. As shown
in Figure 2, participants tend to gain some revenue when take
part in the federated learning with their local datasets. There-
fore, it is essential to evaluate the contributions of different
data providers so that the profits gained by the learning sys-
tem can be distributed appropriately. A reasonable contribu-
tion evaluation criteria can further make the incentive
mechanism attract more participants to join. A number of lit-
erature focuses on designing incentive mechanisms for feder-
ated learning by clients’ contribution, which can be
summarized into two categories: data quality and data quan-
tity. Table 1 lists the related works in this topic.

A. DATA QUALITY
How to assess the data value is an increasingly common
question posed by both organization and individual. Shapley

value has been widely used in this area [30]. Sim et al. [31]
study how to value each client’s training data and design an
incentive-aware reward scheme based on Shapley value to
give each client a customized machine learning model as a
reward instead of monetary compensations. Though the
incentive mechanism for machine learning market has deeply
studied how to value each client’s training data, yet it does
not take the training cost into consideration, which cannot be
applied to federated learning directly.

In federated learning, to attract clients with high-quality
data, Song et al. [19] propose an efficient and effective
metric called contribution index based on Shapley value
to evaluate the contribution of different clients in feder-
ated learning. In order to calculate the contribution index
of different clients, the machine learning models with dif-
ferent combinations of training datasets are required to be
trained and evaluated. Therefore, it will consume lots of
time and energy, which is practically impossible. To
overcome this problem, the authors reconstruct the mod-
els approximately on different combinations of training
datasets through the intermediate results of federated
learning so as to avoid extra training.

The auction mechanism has also been applied in feder-
ated learning. Since there exists a widening resource gap
between different clients, and this gap might deteriorate the
performance of federated learning seriously. Zeng et al
[22] consider the multi-dimensional and dynamic edge
resources in federated learning, and present a novel multi-
dimensional incentive framework for federated learning.
They use the game theory to derive the optimal strategies
for each clients, and leverage the expected utility to guild
the parameter server to select the optimal clients to train the
machine learning model.

In mobile crowdsensing, a client may have insufficient
training data to build an efficient machine learning model.
Authors in [21] propose a federated learning-based privacy-
preserving approach to facilitate cooperative machine learn-
ing among clients. There are two main challenges of incen-
tive mismatches between clients and users (which collect
the training data), as well as among clients. The authors pro-
pose a hierarchical incentive mechanism architecture in mul-
tiple clients scenario. They use the contract theory to build
the incentive mechanism between clients and users, and the

TABLE 1. Summary of incentive mechanism design driven by clients’ contribution.

Approach Literature  Applications Models Description
[19] Classification Any Define the Contribution Index (CI) to measure the contribution of different clients
Data Quality [20] — Any Data owner dynamically receive payoff according to their contributions
[21]  Crowdsourcing Any Use the coalitional game theory approach based on marginal contributions
[22] Classification CNN, LSTM Auction theory
[23]  Crowdsourcing  LeNet-5 Based on clients’ sensing and training capabilities
[24], [25] IoT Any DRL-based reward allocation
Data Quantity [26], [27] Classification CNN Use Blockchain to provide auditability and fairness
[28], [29] — Any Multi-dimensional contract-theoretic approach
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coalitional game theory are used to reward the clients based
on their marginal contributions. With the backward induc-
tion, the contract formulation is solved first and then the con-
ditional game.

In federated learning, the training and commercialization
of the machine learning models will take time. Hence, there
will be delays before the parameter server could pay back the
clients. This mismatch between rewards and clients’ contri-
bution has not been studied in the aforementioned works. In
order to achieve the long-term system performance and
attract more clients with high-quality data, Yu et al. propose
a fair incentive scheme, Federated Learning Incentivizer
(FLI), to avoid the unfairness treatment during the training
process of federated learning [20]. FLI can dynamically
adjust clients’ contributions based on three criteria in order
to match the contributions with rewards. Theoretical analysis
and extensive evaluations show that FLI can produce near-
optimal utility and minimize the inequality among clients.

B. DATA QUANTITY

Since the accuracy of the learning model is related to the size
of training samples [23], [35], several works adopt the train-
ing data quantity to measure the clients’ contributions.

Game theory is a powerful tool to analyze the incentive of
multiple participants and their behaviors in federated learn-
ing. Zhan et al. propose a game-based incentive mechanism
for a federated learning platform which combines distributed
deep learning and crowdsensing together for big data analyt-
ics on mobile clients [23]. The platform first publishes a task
and issues the corresponding reward. In order to maximize
its own utility, each mobile client decides its participation
level, i.e., the quantity of training data, by taking its obtained
reward and energy cost into consideration. The mobile cli-
ents’ decision making problems are formulated as a non-
cooperative game to achieve a Nash Equilibrium. Further-
more, by integrating game theory and deep reinforcement
learning (DRL), Zhan et al. propose an DRL-based incentive
mechanism for federated learning [24], [25]. To motivate cli-
ents to contribute model training, this work formulates the
interactions between parameter server and clients as a Stack-
elberg game. In the game, the parameter server publishes the
training task and announces a total reward as a leader and
then clients decide the collected data quantity as followers. A
DRL-based incentive mechanism is proposed to achieve the
equilibrium under a privacy-protected and dynamic environ-
ment. Specifically, the parameter server acts as an DRL agent
to decide an optimal payment, without need to accurately
evaluate each client’s contributions and obtain their private
information in advance.

Unlike the aforementioned non-cooperative game theory
based approaches [23]-[25], Ding et al. propose a multi-
dimensional contract-theoretic approach to design the param-
eter server’s optimal incentive mechanism in the presence of
clients’ multi-dimensional private information including
training cost and communication delay [28], [29]. They per-
form the analysis in three different information scenarios,

Reputation record

Client No. Reputation
! 1 5
; 2 3
: 3 6

Client selection

Federated learning training

FIGURE 3. An illustration of incentive mechanism design for fed-
erated learning driven by clients’ reputation.

include complete information, weakly incomplete informa-
tion, and strongly incomplete information, to reveal the
impact of information asymmetry on parameter server’s
incentive mechanism design.

To guarantee the security of incentive mechanism, some
federated learning works adopt blockchain technology to
record the training of clients and reward them with crypto-
currency. For example, Weng et al. [26] design a collabora-
tive training framework in which clients jointly participate in
deep learning model training. The sharing of local gradients
for each client is in the form of transactions in the block-
chain. Then, the workers collect and validate the transactions,
each of which consists of a local gradient, and pack them into
blocks. An incentive mechanism with compatibility and liv-
eness properties is proposed to reward clients according to
their processed data quantities and honest behaviors. Feder-
ated learning could fail if multiple clients abort training or
send malformed parameters to the parameter server. Such
misbehavior is not auditable and parameter server may com-
pute incorrectly due to single point failure. Bao et al. [27]
propose FLChain to bulid a decentralized, public auditable
and healthy federated learning ecosystem with trust and
incentive. In FLChain, honest client can gain fairly parti-
tioned profit via a well-trained model according to its contri-
bution and the malicious clients can be timely detected and
heavily punished.

IV. INCENTIVE MECHANISM DESIGN DRIVEN
BY CLIENTS’ REPUTATION

Reputation is an important metric for client selection during
federated learning. Client with higher reputation have a
higher probability to bring high-quality and reliable training
for federated learning tasks. As shown in Figure 3, at the end
of each training task, the reputation of clients is updated
based on their behaviors then the client selection in the next
training takes the reputation records into consideration.
Table 2 concludes the related works in this topic.

Zhao et al. present a blockchain-based reputation system
for the federated learning of home appliance manufacturers to
train a machine learning model based on customers’ data [32].
At the beginning, each customer has an equal reputation value
recorded in the blockchain. The reputation of a customer
increases when he contributes correct and useful model
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TABLE 2. Summary of incentive mechanism design driven by clients’ reputation.

Literature Applications Models Storage Description

[32] Crowdsourcing CNN Customers have the reputation records

[33] — Any  Blockchain Edge devices, fog nodes, and cloud servers have the reputation records

[34] — Any The reputations of clients are given according to poisoning attack detection schemes and

multiweight subjective logic model

parameters and decreases when he uploads malicious model
parameters. For a customer with a higher reputation, his
opportunities to be selected in the next training task are higher.

Unlike [32] in which only customers (clients) have reputa-
tion records, Rehman et al. present a blockchain-based reputa-
tion system in which all three kinds of participants, i.e., the
edge devices, fog nodes, and cloud servers, can grade each
other [33]. Specifically, edge devices can grade fog nodes and
cloud servers after requesting model parameters from them.
Likewise, fog nodes can grade the connected edge devices
according to their data-richness, context-awareness, etc. The
cloud servers can grade fog nodes and edge devices according
to their participation-activeness, sharing-willingness, etc. The
system aggregates, calculates and records the reputation of
each participant in federated learning via smart contract.
Depending on the reputation-aware incentive mechanism, the
participants can be benefited by the honest and high quality
behaviors, which promotes healthy development of federated
learning.

The above two works have two shortages. First, the scor-
ing mechanism is too subjective and lacks quality evalua-
tion schemes. Second, each participant only has a score and
can be easily affected by malicious raters. Kang ef al. pres-
ent a blockchain-based reputation system for the reliable
federated learning [34]. A task publisher detects the attack-
ers and unreliable clients using RONI scheme for IID sce-
narios and FoolsGold scheme for non-IID scenarios. Based
on the detecting results, the publisher can update the reputa-
tion of its interacted clients. For each client, to combine and
relate different scores given by all task publishers, its com-
positive reputation value will be generated by a multiweight
subjective logic model.

V. INCENTIVE MECHANISM DESIGN DRIVEN
BY CLIENTS’ RESOURCE ALLOCATION

Federated learning is a distributed machine learning frame-
work that usually consists of a parameter server and a crowd
of various clients, e.g., personal computers, smartphones,
wearable devices, etc. The heterogeneity among these devi-
ces makes the federated learning training process subject to
different resource constraints including bandwidth, storage,
and energy. Therefore, as shown in Figure 4, how to design
an incentive mechanism for resource allocation among differ-
ent clients becomes critical. In the following parts, we focus
on two types of resource allocation for federated learning:
computational resource and communication resource. The
related works are listed in Table 3.

A. COMPUTATIONAL RESOURCE

In terms of computational resources, Sarikaya et al. first ana-
lyze the influence of heterogeneous clients on federated
learning convergence, based on that, they propose an incen-
tive mechanism to balance the time delay of each itera-
tion [36]. More specifically, the parameter server has a
limited budget and distributes its budget among clients to
motivate them to contribute their CPU power and achieves a
fast convergence with a target accuracy. They present a
Stackelberg game to improve its performance by optimizing
the computational resource allocation strategy among clients
as well as the budget allocation of the parameter server. Khan
et al. [37] also formulate the incentive mechanism using the
Stackelberg game to motivate clients to participate in the fed-
erated learning. Nevertheless, they pay more attention to
enable federated learning at network edge.

Different from the above game-based methods, Zhan et al.
propose an DRL-based approach to design the incentive
mechanism and find the optimal trade-off between model
training time and parameter server’s payment under a
dynamic network environment [39]. The traditional theoreti-
cal analysis methods are inapplicable here with hardness of
the federated learning algorithm and the dynamic learning
environment, which makes it difficult to seek optimal solu-
tion. On the contrary, the DRL approach can improve its cur-
rent strategy through accumulated experience gained during
the previous training process, so empirically bring the current
strategy close to the optimal solution.

B. COMMUNICATION RESOURCE

There are some other works focus on communication
resource allocation. Le er al. [40] formulate the incentive
mechanism between base station and clients as an auction
game where the base station is an auctioneer and the clients
are the sellers. As for the clients, it makes optimal communi-

(@) Estimate the results to decide
the bonus in next round

3

* Parameter Server

@ Distribute different
\V bonus to clients

r’d v N 1
Ji =
Client @) Clients determine their resources for
. training based on the bonus
X*\ % @ @ %Computing resource:
% ==

= Computational frequency, energy, ...
Federated learning training process

Communication resource:
Bandwidth, transmission power, ...

FIGURE 4. An illustration of incentive mechanism for federated
learning driven by clients’ resource allocation.
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TABLE 3. Summary of incentive mechanism design driven by clients’ resource allocation.

Approach Literature  Applications Orientation Description
Stackelberg Game [36] Classification Computational ~ Judiciously determine a subset of workers for each round’s training to seek trade-off
resource between heterogeneous workers’ performance and the latency of completing the
training
[37] IoT Computational ~ Design incentive mechanism for enabling federated learning at network edge

resource
[38] Classification

resource

Communication  Constructing a communication-efficient cost model to build a novel crowdsourcing
platform which considers the communication efficiency during model parameters

exchange

Deep Reinforcement [39] Classification

Learning (DRL)

Computational
resource

Using DRL to find optimal trade-off between model training time and server’s
payment under dynamic network environment

cation resource allocation strategy so the energy cost is mini-
mized while the delay constraint of federated learning is sat-
isfied. For the base station, the client selection problem in the
auction game is formulated as the social welfare maximiza-
tion problem which is an NP-hard problem. Then a primal-
dual greedy algorithm is proposed to solve the NP-hard prob-
lem. Meanwhile, the truthfulness and individual rationality of
the proposed auction mechanism are also proved.

Similar to the above work, Pandey et al. propose a novel
crowdsourcing platform by constructing a communication-
efficient cost model that considers the communication effi-
ciency during model parameters exchange [38]. The incen-
tive mechanism is introduced as a value-based compensation
strategy, such as a bonus, which is proportional to the level
of federated learning participation. A two-stage Stackelberg
game approach is adopted to solve the primal-dual optimiza-
tion problem where each side maximizes its own benefit.
Besides, they also present an admission control scheme for
clients to ensure a certain level of local accuracy.

VI. FUTURE DIRECTIONS

Incentive mechanism design for federated learning is in its
infancy. More works need to be done to guarantee sufficient
number of clients for the rapidly proliferating machine learn-
ing applications. In this section, we discuss 3 possible future
directions on incentive mechanism for federated learning,
with respect to multi-party federated learning, incentive-
driven federated learning, and secure federated learning.

A. INCENTIVE MECHANISM FOR MULTI-PARTY
FEDERATED LEARNING

In current works, we can find that there is only one federated
learning task publisher and multiple clients. The task pub-
lisher incentivizes the clients to participate in the federated
learning through rewards. Different from this architecture, in
multi-party machine learning, a group of parties cooperate on
optimizing towards their own better models [41], [42]. To
make multi-party machine learning practical, lots of works
focus on preserving data privacy [43], [44] and learning per-
formance in the learning process. However, incentive mecha-
nism as one of the main critical issues has been ignored in
previous works, which will significant reduce the effective-
ness when putting this technique into practice [45]. Previous
works usually let all the parties share the same global

machine learning model without regarding each party’s own
contribution. Only when there are no conflicts among the
parties can this mechanism works well. For example, the
Gmail wants to use the users’ experience data to increase
their work efficiency. In this case, all the users are happy to
contribute their data unreservedly since they can all benefit
from such improvements, and there are no conflicts among
the users.

When the parties are competing with one another, they
maybe unwilling to participate in the federated learning since
the other competitors can also benefit from their own contri-
butions. For example, when several companies from the
same field try to adopt the federated learning to level up their
serving qualities. In this case, improving others’ qualities can
possible harm their own market share, especially for the large
companies which have lots of high quality data. Such a coop-
erative and competitive relationships among the different
parties pose an interesting challenge that prevents the multi-
party learning approach from being applied to a wider range
of environments. One of the possible solutions is to use
incentive mechanism. As shown in Figure 5, client A is with
lower contribution for federated learning, while client B is
with higher contribution. In this case, in order to obtain
higher serving quality, the client A wants to participate in the
federated learning. However, in order to secure market share,
client B does not want to be involved. With the incentive
mechanism, the client A can participate in federated learning

Parameter
server

._n— ooo

Client B with
higher contribution

Client A with
lower contribution

FIGURE 5. An illustration of incentive mechanism for multi-party
federated learning.
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FIGURE 6. An illustration of incentive-driven federated learning.

by paying rewards to the system. Then, the system can incen-
tivize the client B to participate in federated learning by pay-
ing rewards to it. Recently, Chen [45] has designed the
optimal truthful mechanism in the quasi-monotone utility set-
ting, which provides a starting point for multi-party federated
learning. We believe more research works will be conducted
in this direction.

B. INCENTIVE-DRIVEN FEDERATED LEARNING

Current works are based on the training mode of federated
learning, but they are not really combined with federated
learning algorithm. For example, existing works assume that
in each training round, the clients will train the local machine
learning models with the same local epochs in each training
round [25], [26], [39]. Hence, the incentive mechanism can
only motivate the clients to participate in the federated learn-
ing, but cannot adjust the learning algorithm.

As shown in Figure 6, we can adjust the federated learning
algorithm through carefully controlling the number of local
epochs. With learning strategy A, the parameter server gives
less money to the clients in each training round, then the cli-
ents train the local machine learning model with less local
epochs and obtain less model accuracy improvement. With
learning strategy B, the parameter server gives more money
to the clients in each training round to drive them train the
machine learning models with more local epochs, this makes
the model accuracy promote higher. In learning strategy A,
the clients train the local machine learning models with less
local epochs, but with more training rounds. Learning strat-
egy B, however, does the opposite. At the same time, some
facts have shown that communication costs dominate the
overhead of federated learning. Reducing the number of

HRON N
Server S/llogall‘ %é‘%“
odel A Ao Attacked
. Model
W AWy
Clients -t
o0 atats

Good data
Poisoned data

(b) Aborting local training early.

FIGURE 7. An illustration of security issues in federated learning.

communication rounds as many as possible is an essential
requirement for federated learning. Therefore, it is hard to
judge whether learning strategy A is better than strategy B.
How to carefully control the number of local epochs with the
incentive-driven approaches is not only difficult but also
challenging. We believe that with carefully design the incen-
tive mechanism, the federated learning system could obtain a
very good machine learning model. There is no work in this
direction yet, and we believe that more researchers will be
involved in the future.

C. SECURITY
Even though there are many works focusing on the incentive
mechanism design for federated learning, yet they do not
consider one of the critical issues, i.e., security. Considering
a situation that clients may have malicious behaviors during
federated learning. They may choose their inputs at will and
thus generate incorrect gradients, aiming to mislead the fed-
erated learning process. As shown in Figure 7(a), there are
two approaches to generate incorrect gradients: one is to
inject the poisoned data into the training data, the other is to
upload the poisoned model. With these two attacks, the fed-
erated learning will be biased. As shown in Figure 7(b), there
is also another malicious behavior. In order to save their
resource, the clients can train their local machine learning
models with less training data, thus abort the local training
early. By this, the clients will make less contribution for the
federated learning system, and thus the approaches designed
in [25], [26], [39] will not only waste more money, but also
yield a lower-quality model.

The federated learning system is vulnerable to be attacked,
which will seriously degrade the system performance. In
order to keep a benign ecological environment for federated
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learning system, the incentive mechanism can be applied.
With incentive mechanism, we can punish malicious clients,
thus reduce their probability of doing evil. This is a new, but
very important direction, and we believe that this is a very
promising direction.

VIl. CONCLUSION

Incentive mechanism is a key design element of novel feder-
ated learning systems. In this work, we extensively survey the
state-of-the-art approaches and open up a few interesting
future research directions. First, we begin with an introduction
of how federated learning and incentive mechanism work in
general. Then, we provide detailed reviews, analysis, and com-
parisons of solutions for emerging implementation challenges
in the incentive mechanism design for federated learning. The
issues include model contribution, clients’ reputation, and
resource allocation. Finally, we propose a few interesting
future research directions include incentive mechanism design
for multi-party federated learning, incentive-driven federated
learning, and security guarantee with incentive mechanism.

In conclusion, incentives play an essential role in federated
learning systems, as they feed the system on sufficient num-
ber of clients such that the federated learning systems can
actually work. With the rapidly proliferating machine learn-
ing applications, the development of effective and efficient
incentive mechanism for federated learning is a new and
vibrant filed. From this survey, we expect more and more
researchers to devote themselves to this field.
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